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1. Consider the nonlinear differential equation

X1(8) = x2(1),
X2 (1) = =21 (8) = X2 (1) X2 (2).

(a) Determine all equilibria.
(b) Linearize the system around equilibrium X = (0, 0).

(c) What can be concluded on the basis of this linearization about the
stability properties of the nonlinear system?

(d) Is the nonlinear system asymptotically stable around X = (0,0)?

2. Consider minimization of
1
f #Z(—-x(0dt, x0)=0,x1)=1,
0

over all functions x:[0,1] — R.

(a) Solve the Euler-Lagrange equation, and such that x(0) =0, x(1) = 1.
(b) Show that the obtained solution is optimal.

3. Consider the system
() =—ax(f)+u(t), x(0)=x€elR, U=[-M, M],

for some ¢ € R and M > 0, and with cost

1
](u('))=f luz(r)dt+x(1).
0 2

(a) Determine the Hamiltonian for this optimal control problem, and the
differential equation for the co-state p(t).

(b) Determine the optimal input. (Distinguish between the case a = 0
and a <0.) :



4. Consider the system x(f) = u(t), x(0) = x; € R with u(f) € R, and cost

1
f X2 (1) + P (1) - 2Bx (D) u(r)de + x2(1).
0

(a) Derive the Hamilton-Jacobi-Bellman equation.

(b) Substitute in the Hamilton-Jacobi-Bellman equation the candidate value
function V(x,1) of the form V(x,1) = x*P(t) and derive an ordinary
differential equation in the unknown function P(¢) with boundary con-
dition.

(c) What is the optimal control u. (¢) in terms of P(¢) and x(¢)?

5. Consider the infinite-horizon LQ optimal control problem

x(] (o1 0 |1
= [ - [1 u(r), x(0) = [OJ

X2 (1)

x1 (1)
X2 (1)

01

with u(t) € R and cost
Ti0,00) (%0, u(-)) =f0 X2(8)+ x5(8) + v (r) de.

(a) Determine the Algebraic Riccati Equation in the unknown P € R?*2,
and denote this matrix as

a p
Bu i

(b) Determine a positive semi-definite solution P of the Algebraic Riccati
Equation .

P=

(c) Is the P found in the previous part also the solution P of the infinite
horizon LQ problem?

6. The standard Minimum Principle is for fixed final time T. What extra con-
dition is added to the Minimum Principle if we also optimize over the final
time?

problem: 1 2 3 4 5 6

points: | 1+2+2+3 | 442 | 3+5 | 2+3+1 | 243+1 | 2

Exam grade is 1+ 9p/pmax-

Euler-Lagrange eqn: [a_ax — %a—a}t) F(t, x(8),x(£))=0
Beltrami identity: F-($5)i=C

O0H(x,p, . O0H(x,p.u S(x(T

LQ Riccati differential eqn: P(f) = -P(1)A— ATP(t)+ P()BR™'B'P(1)-Q, P(T)=S$S

Standard Hamiltonian eqn: i=

HJB eqn: % +rl&iu51 %f(x, u)+Lx,u)|=0, V(x,T)=S(x)



