Suppose that player 1 chooses first, and then player 2. Model this game as an extensive
form game, set up the payoff matrix of the corresponding strategic form game. and
compute the pure Nash and subgame perfect equilibria.

3 (6 points) Consider an arbitrary 2-player noncooperative game (A, B) with A, B <

Z™*7_that is, all payoffs are integer. Prove or give a counterexample:

» (a) Is it true that such a game always has a pure strategy Nash equilibrium?

= fb) IS ﬂ: true that such a game always has a Nash equilibrium (p, q) with p € @™ and
. e Qm
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9. (3 points)

(a) Mention one (nontrivial) difference and one similarity between repeated
infinite-horizon zero-sum stochastic games with the discounted-reward

(b) Consider an irreducible stochastic game with the average-reward
f,g) be a pair of stationary strategies. Show that if vly =
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