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Q1 A linear system Ax = b, with A € R™*™ and b € R" given, is solved by a Krylov subspace
method.

(a)

Finish the definition: an iterative method zq, x1, ..., g, ...is called a Krylov subspace
method if
Tp=Tg+...... , eR(...... e ),
where K(...... e )iscalled ............ and is defined as
Ki..... e ) =

Define the residual vector 7. Show that xp — xg is a polynomial in A (called the up-
date polynomial) times the initial residual vector. Define the residual polinomial Py and
determine Py (0).

Assume we use the following basis of the Krylov subspace:
v1 = 1o, vg = Arg, vz = A27’0, vy Vg = Akilro

and the basis vectors v; are the columns of matrix V. For a certain Krylov subspace method
xp = 2o+ Vg, Vi € R"F € R¥. Express the coefficients of the update polynomial xj —
in terms of .
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Q2

For given large, sparse A, B € R"*" consider generalized eigenproblem
Ax = \Bzx.

B! can not be computed because it does fit into the computer memory. However linear systems
Bu = v can be solved for any v € R". Can the given eigenproblem be solved with the Arnoldi
method? If no, explain why. If yes, explain how you would organize computations.

Give a definition of the stability region of a Runge-Kutta method. Determine the stability region
of the explicit Euler scheme, assuming that the A appearing in the stability test problem are
the eigenvalues of a skew-symmetric matrix A. Would you recommend using explicit Euler for
solving 3/ = Ay?



