Exam Stochastic Differential Equations (3TU)

Solutions

June 15, 2009

(a) r+ > X; is the total number of red balls after the nth drawing. The total
number of balls in the urn after n drawings is b+ r + n. So the fraction of red
balls in the urn after the nth drawing is given by Z,, = (r+>_;_, X;)/(b+7r+n).

(b) From (a) we have that Z, = fu(X1,...,X,) where fp(z1,...,2,) = (r +
Yoy i)/ (b+r+n). The expectation of Z, is finite since |Z,| < 1.
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(c) It follows from |Z,| < 1 that E(|Z,|) <1 < co. So the statement follows from
the Bounded Martingale Convergence Theorem.

(d) The sequence Z, is uniformly integrable since |Z,| < 1, so Z,, converges in L'
to Zoo. In particular, lim E[Z,] = E[Z). It follows from (a) that > | X; =
(r+b+n)Z, —r,so
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2. (a) Since By is a martingale, we can apply Doob’s Continuous-Time Stopping The-
orem to conclude that Bya, is a martingale. |Bia,| < A+ B.

(b) Since P(1 < oo0) = 1, we have B; = lim;_,o Biar. It follows from (b) that
E(B¢ar) = 0 and that we can apply the DCT to conclude that

E[BT} = E[tli}llo Bt/\T] = tll>I£lo E[Bt/\T] = 0

Since B; can only take the values A and —B, we get AP(B; = A)—B(1-P (B, =
A) =0. So P(B, = A) = BNA+B) and P(B, = B) =1 — P(B, = A) =
A/(A+ B).

(¢) (i) My is F; measurable since it is a continuous function of B;. (ii) M; is
integrable, since E[|M;|] < E[B} +t = 2t < oo. (iii) Let s < t. Using
independent increments and properties of conditional expectations, we get

E[M; | F,] = E[(B;— Bs)*+2Bs(B; — Bs)+ B> —t | F]
= E[(B;— By)? +2BE[B; — B] + B2 —t =t — s+ B> —t = M,.

It follows from (i), (ii) and (iii) that M; is a martingale.

(d) By Doob’s Continuous-Time Stopping Theorem, M, is a martingale and | Mn,| <
A% + B% + 7. So E[Ma;] = E[My] = 0. Since the upperbound A? + B? + 7 is
an integrable random variable it follows by the DCT that

E[M‘r] = E[tlg& Mt/\‘r] = tirgo E[Mt/\T] =0,

hence E[r] = E[B2] = A2P(B, = A) + B*P(B, = B) = 4.5 + 48, = AB.

3. (a) dX; =tdB; and dY; = B.dt, so by Ito’s product rule
dX:Y; = XodYs + YVid Xy = B X dt + tYd By
(b) Integrating the stochastic differential derived in (a) over [0, ], we get
t t
XY = / BsXds +/ sYsdBs.
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and the integrand tY; is in H?2. It follows that E [ fg sYSdBS} =0 and

t
Cov(X,,Y;) = E[X,Y] = E [ / BsXsds] .
0

So we have to calculate E[BsX].
dB, X, = X;dB; + Byd X, + dB,dX, = (X; + tBy)dB; + tdt

Integrating and taking expectations, we get F[Bs;X,| = fos tdt = %52. It follows
that

t t )
Cov(X, ;) = / E[BsX|ds _/ 62ds = —43.
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(Z;) satisfies the stochastic differential equation (SDE)
dZ; = —aZ;dt + o dB;.
To solve the SDE, apply Ito’s formula to e*Z;
de®Z, = e dZ; + ae™Z, d = 0e™ dB;.

Integrating over [0,¢] and substituting the initial condition Zy = yo — % we get

0 t
e 7y — (yo — a) = a/ €*® dBs.
0
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By an application of It6’s formula

It follows that

1 1
de¥t = ¥t dY; + §ey’f (dY;)? = ¥t {(9 —aY;) + 202} dt + oe'* dB;.
It follows that (X}) is a solution of the SDE

1 t
dZ; = Z; 502 + (0 — ayo)e ™ — aa/ e—a(t=s) dBS] dt + o Z; dBy.
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(¢) By an application of It6’s formula
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It follows from (a) that
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5. Note first that Y; = ype™, so X, = yale_”Xt. Since

de "Xy = —re "Xy dt + e dXy = e "Xy [(pp— ) dt + o dBy),

we may conclude

dXt = O-Xt |:ILL —-r dt+ dBt:| = UXtdBt,
o
where B, = B; + E="t. Let Q be the measure defined by

2
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It follows from Girsanov’s Theorem that (By) is standard Brownian motion, which
implies that (X;) is a @Q-martingale.

Q(A) = Ep




