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1. Since σ(γ1) is the collection of all sets of the form {γ1 ∈ A} with A a Borel
set in R, we must show that∫

{γ1∈A}
1{γ1≥γ2} dP =

∫
{γ1∈A}

Ψ(γ1) dP

By independence, the joint density of (γ1, γ2) is given by

f(γ1,γ2)(x1, x2) = fγ1(x1)fγ2(x2) =
1
2π

exp(− 1
2x2

1) exp(− 1
2x2

2)

and therefore∫
{γ1∈A}

1{γ1≥γ2} dP =
1
2π

∫
A

∫ x1

−∞
exp(− 1

2x2
1) exp(− 1

2x2
2) dx2 dx1

1√
2π

∫
A

Ψ(x1) exp(− 1
2x2

1) dx1 =
∫
{γ1∈A}

Ψ(γ1) dP.

2. a) First we check integrability. We have

E|eηn | = Eeηn = p

∞∑
k=1

ek(1− p)k−1 = pk

∞∑
j=0

ej(1− p)j

and this sum is (absolutely) if and only if 1− p < 1
e , that is, 1− 1

e < p < 1.
Hence, by independence, the ξn are integrable (for all a ∈ R) if and only if
1− 1

e < p < 1. Next, for these p,

E(ξn|Fn−1) = eη1+···+ηn−1−(n−1)ae−aE(eηn |Fn−1) = ξn−1e
−aEeηn ,

since eη1+···+ηn−1−(n−1)a = ξn−1 is Fn−1-measurable and eηn is independent
of Fn−1. Thus we find E(ξn|Fn−1) = ξn−1 if and only if Eeηn = ea, that is,
if and only if

ea = pk

∞∑
j=0

ej(1− p)j =
ep

1− e(1− p)
,

that is, a = ln ep
1−e(1−p) .

b) Almost sure convergence is immediate from L1-boundedness (note
that ξn ≥ 0, so E|ξn| = Eξn = Eξ1) by the martingale convergence theorem.

Pointwise, the convergence implies that either η1 + · · ·+ ηn −na → −∞
(in which case the exponential converges to 0) or that η1 + · · · + ηn − na
converges to a finite limit. If the latter happens with positive probabiltiy, it
would imply that ηn → a with positive probability; this is a contradiction
since ηn can take any integer value with finite probability independent of
n. It follows that we must have η1 + · · ·+ηn−na → −∞, so ξn → 0 almost
surely. But Eξn = Eξ1 6= 0, so we do not have L1-convergence.
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3. Since Mn is a submartingale, for all N we have

E(1τ≤NMτ ) =
N∑

n=0

E(1{τ=n}Mn) ≤
N∑

n=0

E(1{τ=n}MN ) = EMN ,

where the used the definition of a submartingale along with the fact that
{τ = n} belongs to Fn in order to get the inequality. By monotone conver-
gence (this uses the nonnegativity), the left-hand side converges to EMτ ,
and the result follows by letting N →∞.

The game Mn, being a submartingale, is favourable to you. So your win
more when you play indefinitely than when you stop.

4. From
∫ T

0
BtdBt = 1

2

(
B2

T − T
)

we see

B2
T = T + 2

∫ T

0

Bt, dBt.

Now Itô’s formula for Yt := tB2
t gives

YT = TB2
T =

∫ T

0

B2
t dt + 2

∫ T

0

tBt dBt +
∫ T

0

t dt

and therefore

G =
∫ T

0

B2
t dt = TB2

T −
T 2

2
− 2

∫ T

0

tBt dBt

= T

(
T + 2

∫ T

0

Bt dBt

)
− T 2

2
− 2

∫ T

0

tBt dBt

=
T 2

2
+
∫ T

0

2 (T − t) Bt dBt

This gives g(t) = 2 (T − t) Bt.

5. Note first that Yt = y0e
rt, so X̃t = y−1

0 e−rtXt. Since

de−rtXt = −re−rtXt dt + e−rt dXt = e−rtXt [(µ− r) dt + σ dBt] ,

we may conclude that

dX̃t = σX̃t

[
µ− r

σ
dt + dBt

]
= σX̃t dB̃t

where B̃t = Bt + µ−r
σ t. Let Q be the measure defined by

Q (A) = EP

[
1A exp

(
−µ− r

σ
BT −

(
µ− r

σ

)2
T

2

)]
.

It follows from Girsanov’s theorem that (B̃t)t≥0 is standard Brownian mo-
tion, which implies that (X̃t)t≥0 is a Q-martingale.


