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201700080 Information Theory and Statistics
19 April 2022, 13:45 — 16:45

" This test consists of 5 problems for a total of 36 points. All answers

[ need to be justified. The use of a non-programmeable calculator (not & "GR™) |
| is allowed. A handwritten single side A4 cheat sheet ,
is allowed., No additional books or notes may be used. |

. The centered Laplace distribution is a contiunous distribution with pdf

; 1 e
Jolr) = 55 exp | — S

where & > 0 is a scale paraeter and & € R,

You receive a smnple of o observations .. aa. .. ... ry,. that are indepepdent and identi-
callv distributed according to a Laplace distribution for which the scale b is unknown.
It is known that cither b= by or b = by, with by > by,

[nn this exercise vou are going to work ou the binary hypothesis testing problem for
choosing between 6 and by, Therefore. let ) and [% be the continuous probability
distributions with deusities f;, aud fj,. respectively.

a. 4 pt] Specify a binary hypothesis testing problem for choosing between by anud ho.
Derive an optimal decision rule.

b. [2 pt] Compute D (P || ). (Hint: If X ~ Laplace(b) then |X| ~ Exp(b1).)

¢. 2 pt] State the Chernoff-Stein result. Make sure to define and explain the variables

and quantities that are involved.,

Let Xy and Xy De identically distributed discrete randow variables. They are not
necessarily independent. Let
I X :.X)
pies L
H(X))
9 wit] Sheer . B{Xz[X0) N , S
a. |2 pt] Show that p = | oy (Hint: You need to use the fact that Xy and
Xo are identically distributed. )
b. [2 pt] Show that 0 < p < 1,
c. [2 pt] When is p = 07 In addition to giving a mathematical expression. explain in
words as simple as possible,
d. (2 pt] When is p = 17 Tu addition to giving a mathematical expression. explain in

words as simple as possible.

P.T.O. (Please turn over)



3. Cousider data compression of a source with alphabet X' = {u.b.c.d} and p(a) = 0.4
and p(b) = ple) = pld) = 0.2,

a. 3 pt] Explain the property ‘instantancous decodability” and why it is important.

b. 3 pt) Use a Lempel-Ziv algorithu to encode the sequence
caoanaadeadabareca

You magy:

I use a dictionary-based Lempel-Ziv algorithm (as in the book of Mackay) and
give the encoded representation as a list of pairs (i..0). with i an integer and
e X, or

2. use a sliding-window Lempel-Ziv algorithm (as shown in. dor instance. the
lecture slides) and give the encoded representation as a list of triple (i. k...
with ¢ and & integers and » € X

4. Consider the channel with X = ) = {0.1} and P(Y = 0.X =0) = 1 and P(Y =
GX =1)= 1, In this exercise, use the natural logarithin in all expressions.

a. 3 pt] Let P(X = 1) = p. Give expressions for H(Y ) and H(Y | X).

b. 13 pt] Compute the eapacity of the the channel. Give a numerical answer with two
decimals precisiow. (Hint: the derivative of 1,( lng{.-_I-,.r') (1— %.?')ID;_‘;(J - :E,J') is
cqual to E log( '“'—J_ £y )

5. Let X be an exponentially distributed random variahle with rate paraeter # > 0.
feo fole) = 0™ p > 0. Cousider the estimator #, = so——. for estimating #

ol i

based on observations r...... ry. It is known (and yvou can use these facts in vonr
solntions) that this estimator is unbiased and etficient.

a. |2 pt| Compute E B,].
h. 3 pt] Compute the Fisher information .J(8).

¢. [3 pt] Compute var(f,). State theoretical results that you are using and explain.



