Mathematical Optimization
Exam April 13. 2021 9:00 - 12:00

No additional materials may be used during this exam (no notes. calculators, ete.). With
this exam a list of theorems and lem mata is provided. [n your proofs. yow may use defini-
tions from the lecture notes and the theorems and Ie mmata from the list without providing
a proof (reference the theorem/lemma that you use). In addition. you may use all results
from Chapter 1 and all theorems. lemmata. corollaries and propositions from Chapt. r4in
the Lecture Notes with ¢ reference like “We know that...".

L. Eliminate r. Y. = successively to find a solution to the svstenn

r + gy - 2, < it
= 2 — 4z < -4

—r + 3y - 22 € -9
B o+ dr < 13

2r — 5y + & 0

2. For this exercise. youmay use that for any two matrices A. B of proper dimensions.
we have that det AB = (ot A -det B, as well as all standard ways that vou kuow to
expand determinants.

Let A be a SYIunetric n x p-matrix. Lot Alo.... A, denote the eigenvalues of A
(eigenvalues with multiplicity & appear & times).

(a) Show that det A — Il &

(b) Use (a) to show that det A > 0 if A is positive definite.

(c) Let A, denote the ; x i north west principle sub-matrix of A that consists of
the interscetion of the first ¢ rows and columns of A,

Show that. if A is positive definite. then et Ay >0forall A,
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3. Consider the primal linear program

3.

0.

max clx

st. AX < b. 1)
where A = (a,;)) e R™*", b = (b,) € R™, and ¢ = (c;) € R™,

(a) Give the dual of this program.
]
(b) Consider s = b — Ax. for a feasible solution x of the primal problem. and

suppose y € R"” is a feasible solution of the dual problem.
Show that if s,y, = 0 for all 7 € {1... .. m}. then x and y are optimal solutions
of the primal. respectively. the dual program.

(¢) Now consider the primal linear program

max ar; + 3ry

st. 2x1 + a9 < 2
I — I'a S 2
3.?'1 1 2.!'2 S a

Show that x = (0.2)" € R? is an optimal solution of the primal problem hy
computing a dual feasible solution y € B* using the relation in part (b).

(a) Give the definition of a convex function f: R" — R.

(b) Show that the set of global minimizers of a convex function f : R" — R is a
convex set,

Now assume that the convex function f: R" — R has a unique global minimizer %

that is contained in the unit ball. i.e.. [|X]| < 1.

(¢) Show that there exists an a > 0. such that f(x) > f(X) +a for all x € R" with
x|l > 2.

Let f:R? — R be defined by f(x) = 100 (@ — 222 4 {1 =29,

(a) Compute the gradient vector and the Hessian matrix of f.
(b) Find the critical point(s) of f. and investigate the nature of each critical point.
(c) Is f a convex function? Motivate vour answer.

(d) Does f have a global iinimizer? Motivate vour answer.

Apply one step of the steepest descent method to the minimization of
ppL

Fl&) = (28 —25)* + b + 1) starting in xg = (=.2)7.
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Points: 90 + 10 = 100

L.

2. (a)
(h)
(¢)

12 pt.
6 pt.
4 pt.
4 pt.

(a)
(b)
(c¢)
(a)
(h)
(¢)

2 pts
3 pt.
3 pt.
4 pt.
& pt.
3 pt.

5. #(a)
(b)
()
(d)
6.

5 pt.
5 pt.
Lipt.
1 pt.
3 pt.



